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BART

• Denoising autoencoder for pretraining sequence-to-sequence models.

• Trained by corrupting text with an arbitrary noising function, and learning a model to reconstruct 
the original text.

• Uses a standard Tranformer-based neural machine translation architecture
• Generalizing BERT , GPT



BART



Pre-training BART
• Trained by corrupting documents and then optimizing a reconstruction loss—the cross-entropy 

between the decoder’s output and the original document.

• BART allows us to apply any type of document corruption.

• Corruption schemes:
• Token Masking - random tokens are sampled and replaced with [MASK] elements.

• Token Deletion - Random tokens are deleted from the input.

• Sentence Permutation - A document is divided into sentences based on full stops, and these 
sentences are shuffled in a random order.

• Document Rotation - A token is chosen uniformly at random, and the document is rotated so that 
it begins   with that token.

• Text Infilling - A number of text spans are sampled, with span lengths drawn from a Poisson 
distribution. Each span is replaced with a single [MASK] token. 0-length spans correspond to the 
insertion of [MASK] tokens.



Fine tuning in BART

•



Fine tuning BART
• Sequence Classification Tasks - Same input is fed into the encoder and decoder, and the final 

hidden state of the final decoder token is fed into new multi-class linear classifier. Additional 
token to the end.

• Token Classification Tasks - feed the complete document into the encoder and decoder, use the 
top hidden state of the decoder as a representation for each word.

• Sequence Generation Tasks - encoder input is the input sequence, and the decoder generates 
outputs autoregressively.

• Machine Translation –
• BART’s encoder embedding layer with a new randomly initialized encoder
• Two stages : Freeze most of BART parameters and only update the randomly initialized source 

encoder, train all model parameters for a small number of iterations.
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