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Trend over Time

Task-specific architectures 
using shared word vector 
representations 

RNNs with multiple layers of 
shared representations

Pretraining and Fine tuning



The next step: 
Few-shot 
learning

Large sets of 
training data are 
hard to find

Models may only 
work well on 
training-like data

Humans don’t 
need fine-tuning



Approach



“Since in-context learning involves absorbing many 
skills and tasks within the parameters of the model, it 

is plausible that in-context learning abilities might 
show similarly strong gains with scale.”



Trend: Bigger = Better



175 Billion 
Parameters!



Architecture



Architecture

3

Context size: 2048

A larger GPT-2
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Input Dimensionality: 12288

96 attention heads



Masked Alternating Sparse 
Self-Attention



Training



Models Trained



Training Data
More training time spent on higher quality data



Filtering Low Quality Documents

High quality - Wikipedia, WebText

Low Quality - Unfiltered Common 
Crawl

Classify Common Crawl using 
logistic regression on term 
frequency vectors

Add if

np.random.pareto(9) > 1 - score



Removing Duplicate 
Documents
Deduplicate documents within each dataset to 
prevent redundancy and preserve the validation 
dataset.



Removing Contaminated 
data

- Some datasets contain examples of test data.
- Remove colliding 13-grams and a window around them.



Training

- Adam optimizer
- Gradient norm clipped at 1.0
- Weight decay of .1
- Uses full window with a ‘end of 

text token’

Learning rate: Cosine decay with warmup, LR 
minimizes at 10% the max after 260B tokens
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Evaluation

Multiple choice: Get average likelihood of 
each token in the answer (besides ‘Answer:")

Binary classification: Multiple choice with the 
answers “True" and “False”

Free form completion: Beam search with width 
4 and length penalty .6

Scoring dependent on the standard for the 
dataset (F1 similarity, BLEU, or exact match)



Evaluation

Examples for few-shot drawn from the 
training set

Use development set instead of private test set



Results



Loss on 
Validation Set



Language Modeling

Task GPT-3 State of the art

Penn Tree Bank (Perplexity) 20.5 (0-shot) 35.8

LAMBADA (Predict last word) 84.4% (Few-shot) 68.4%

HellaSwag (Finish story) 78.1% (Few-shot) 85.6%

StoryCloze (Finish story) 87.7% (Few-shot) 91.1%



LAMBADA formatting - Works well with few-shot, poorly with one-shot.



HellaSwag and StoryCloze



Closed-Book Question Answering









Translation
Automatic translation capabilities since training has 7% non-english corpus.

De: German, Ro= Romanian



Score change with size



Winograd(e)



Results



Common Sense Reasoning
Scientific reasoning capacity





Switch



Reading Comprehension
● Context + Question (or Questions)
● On par with initial contextual baselines on most of these 6 datasets
● Two different evaluation settings for reading comprehension tasks

○ Open text generation
■ Use beam search to produce prompt completion

○ Multiple choice
■ Compare either per-token-likelihood normalized by length (probability of 

completion given context) 
■ Sometimes also normalized by same answer given “Answer: “ 

● A few examples:



Reading Comprehension









Reading Comprehension



● Aggregate of NLP tasks for thorough benchmarking
● For few-shot setting 32 examples were used

○ Same examples for all test examples were used in WSC and MultiRC. Random set 
of samples for other tasks

● Random sampling is an artificial setting
○ Real few-shot case you only have the same 32 examples you created
○ Does choosing some samples vs. other samples make a big difference?

● All tasks except Words-in Context achieve above random guessing using 
few-shot setting

SuperGLUE



SuperGLUE



SuperGLUE



SuperGLUE



Adversarial NLI
● Natural Language Inference or Textual Entailment
● Adversarial NLI was created using an iterative process where annotators were asked to fool 

SOTA models
○ Performance of fined tuned models is much weaker in ANLI

● GPT-3 performance seems to follow a similar trend in few shot learning for both NLI datasets



Adversarial NLI
● ANLI Round 2 does not show the same trend as ANLI Round 3
● This points to a lack of robustness in few-shot learning for tasks with similar difficulty.



Synthetic & 
Qualitative Tasks

● Probing GPT-3 few-shot learning with 
specifically designed tasks

● Arithmetic
● Word Scrambling and Manipulation
● SAT Analogies
● News Article Generation
● Learning and Using Novel Words*
● Correcting English Grammar



Arithmetic
● Numerical reasoning probe
● 2,000 instances per task
● 2 to 5 digit arithmetic
● Model must generate exact correct answer



Arithmetic
● Performance goes down 

with number of digits but 
is non-negligible (9-10% 
for few-shot 4 digit 
subtraction)

● Even single digit 3-ops 
gets much higher than 
random guessing



Arithmetic
● One and zero-shot learning also show some ability with small numbers (< 

4 digits)



Word Manipulation
● Character manipulation probe
● Motivation

○ These kind of reasoning is never used for language modelling 
objective

○ Can be seen as “novel” task learning 
● 4 tasks

○ Cycle letters in word
○ Anagrams
○ Random punctuation or space insertion
○ Reversed words

● 10k instances per task



Word Manipulation



SAT Analogies
● Purely toy example
● GPT-3 beats college applicant average on analogy tasks

○ College applicant average -> 57%
○ Few-shot setting -> 65.2%
○ One-shot setting -> 59.1%



News Article Generation
● Detecting whether news articles are written by a human or a model is very 

challenging for an average reader
○ Difficulty increases with scale of LM
○ Even for longer articles

● Some indicators for a model generated article are repetition, non sequiturs, 
and unusual phrasings







Correcting English



Measuring and 
Preventing 
Memorization 
(Data Leakage)



Memorization Issue
● Evaluation datasets could be part of pre-training corpus
● If model can directly memorize answers then benchmark 

evaluation would be meaningless
● Bug was found that resulted in data leakage to final trained 

model
○ Too expensive to re-train

● GPT-2 analysis found that only small fraction of data was 
contaminated

○ However, GPT-3  data and model are two orders of magnitude larger



GPT-3 Training Curves:
Negligible Overfitting



Effect of Data Leak on 
Benchmarks



● No evidence of real contamination
○ Reading Comprehension

■ QuAC, SQuAD and DROP
■ Answer mostly not present in contamination

○ German translation
■ Mostly monolingual matches, not parallel data

○ Reversed Words and Anagrams
■ Some trivial examples “kayak = kayak” were taken as dirty 

data
■ Removing these trivial examples drops performance

● Not due to memorization but just sample difficulty

Effect of Data Leak on 
Benchmarks



● Actual contamination issues
○ PIQA (Physical Commonsense Reasoning)

■ 3% absolute decrease on clean dataset
■ Smaller models also found this discrepancy
■ Memorization could be at least partially to blame

○ Winograd Schema Challenge
■ 45% overlap
■ 2.6% drop in clean dataset
■ Memorization was possible

○ Language modeling
■ Many datasets used to validate GPT-2 LM ability were present 

in training data so the same were not used in GPT-3 evaluation

Effect of Data Leak on 
Benchmarks



Limitations



Limitations ● Text Generation Imperfections
● Two Sentence Tasks & Bidirectionality

○ WiC: Word-in-Context
○ ANLI: Adversarial NLI

● Scaling Language Modelling
○ Objective Function Limits (BART)
○ Pre-training Data Efficiency
○ Model Size

● General Limitations
○ Uninterpretable
○ Human Biases



Text Generation 
Imperfections
● As seen in the News Article Generation section, GPT-3 generates 

very high quality text
● The model presents a variety of issues

○ Especially using high “temperature” parameter that allows for 
suboptimal inference

○ Sentence repetition, non-sequiturs and contradictions are common
● Uncurated examples to play with

○ https://read-the-samples.netlify.app/ 

https://read-the-samples.netlify.app/




Bidirectionality Limitation
● Low few-shot performance on a few tasks is surprising considering high 

performance overall 
● Authors hypothesize that low performance on several tasks could be due to 

autoregressive constraint
● Words-in Context and ANLI must compare two sentences

○ Masked self attention hinders performance by preventing earlier words to attend to 
later words

● Reading comprehension tasks like QuAC, DROP and RACE also perform poorly 
and must compare question and context

● However, RTE and other RC tasks are unaffected by this restriction
● Future work on same scale bidirectional models is needed



Scaling Limitations 
● Objective Function Limits

○ Prediction task is weak vs goal oriented tasks
○ Lack of grounding of words to real world phenomena
○ Future work in grounding and more informative objective function is 

necessary
■ BART objective
■ What if we used television or video games?

● Pre-training Data Efficiency
○ Size of corpora to train model is many orders of magnitude larger 

than the amount of text humans read in their whole lives
● Model Size

○ Size of model makes inference expensive and inconvenient
○ Distillation is necessary for practical use



General LM Limitations 
● Not interpretable
● Predictions are not guaranteed to be well calibrated
● Holds sometimes undesirable human biases from large corpora 

(ie Reddit bias)
○ We will explore some of these in the next section

● Factuality
○ Hard to make sure that text is factually correct or control how much 

detail it should return



General LM Limitations 



Broader Impacts



Broader Impacts ● Misuse
○ Potential Applications
○ Threat Actor Analysis
○ External Incentive Structures

● Fairness, Bias and Representation
○ Gender
○ Race
○ Religion
○ Future Challenges

● Energy Usage



Misuse
● Fake news, spam, phishing, abuse of government processes, 

social engineering and academic misconduct
● Low-Mid Level Resource Bad Actors

○ Authors investigate forums where such misuse applications are 
discussed by low resource actors

○ No significant threat was yet detected from these
● High Resource Bad Actors

○ According to professional threat analysts
○ Lack of content control make older text generation more appealing

● Current state of LMs are not a direct threat but this should be an 
ongoing discussion 



Fairness, Bias and 
Representation
● Preliminary probing the 175B and smaller models for bias in:

○ Gender
○ Race
○ Religion

● Found evidence of model bias in all three



Fairness, Bias and 
Representation
● Gender

○ Occupation Probe 
○ Prompt: "The {occupation} was a"

■ Found bias for male in 83% of 388 occupations tested
■ Bias was stronger in higher education or physical jobs
■ Midwives, nurses, receptionist and housekeeper were associated with female 

identifiers



Fairness, Bias and 
Representation
● Gender

○ Description Probe
○ "He was very", "She was very", "He would be described as", "She would be described 

as”
○ Generated 800 samples for each prompt and got top adjectives and adverbs

■ “Beautiful” and “gorgeous” were used by model to describe women much more 
than other adjectives (186 vs 12 “easy-going”) 

■ No such bias found when describing men



Fairness, Bias and 
Representation
● Race

○ "The {race} man was very", "The 
{race} woman was very" and 
"People would describe the {race} 
person as"

○ Sentiment of descriptions was 
approximated by word sentiment

○ Evidence of sentiment bias



Fairness, Bias and 
Representation
● Religion

○  "{Religion practitioners} are"
○ Studied co-occurrence between religion and different words in 800 model 

outputs
○ The authors report that Islam and violent words co-occurred at greater rates 

than with other religions



Fairness, Bias and 
Representation
● This is just preliminary work meant to inspire further 

investigation
● More work needs to be done on examining and curtailing the 

effects of these biases
● Hugely important research topic given that these technologies 

get rapidly adapted into social applications



Energy Usage
● Pre-training GPT-3 consumed 100s of times more compute than 

GPT-2
● However, inference and fine tuning are inexpensive

○ 100 pages of content is roughly 0.4 kW-hr
○ Roughly equal to a 60W light-bulb for an hour

● Energy consumption must be something to pay attention to as 
this type of research continues



Conclusion ● Scaling GPT-2 by two orders of magnitude 
demonstrates crazy new behaviors

● At this scale, zero, one and few-shot learning 
seem to be competitive with fine-tuning for a 
wide variety of tasks

○ Opens the door for complex new language tasks 
to be performed “well” with few resources

○ How well remains to be seen
● More work must be done to thoroughly evaluate 

this paradigm’s strengths and limitations



Questions
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Demos Text to SQL: 
https://twitter.com/i/status/1284706786247880705 

Layout Generator:
Sharif Shameem on Twitter: With GPT-3, I built a layout 
generator

Text Simplification:
https://pbs.twimg.com/media/EdOWo-zWsAUHvIv?format=pn
g&name=large

Keras Model Building:
https://twitter.com/i/status/1287125015528341506 

https://twitter.com/i/status/1284706786247880705
https://twitter.com/i/status/1282676454690451457
https://twitter.com/i/status/1282676454690451457
https://pbs.twimg.com/media/EdOWo-zWsAUHvIv?format=png&name=large
https://pbs.twimg.com/media/EdOWo-zWsAUHvIv?format=png&name=large
https://twitter.com/i/status/1287125015528341506


Live 
Prompts



Live 
Prompts



Live 
Prompts

Python:
list[::-1]
Ruby:
list.reverse

Python:
list[1:4]
Ruby:
list[1..4]

Python:
print("Hello World")
Ruby:
puts "Hello World"

Python:
fruits = ["apple","banana","cherry"]
for x in fruits:
print(x)
Ruby:
fruit = ["apple", "banana", "cherry"]
each {|x| print x } 

Python:
{Enter some python!}
Ruby:


