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What is text-to-SQL?

http://slideslive.com/38929348 



Why text-to-SQL is a hard problem?

● Generalization to unseen databases and domains.

http://slideslive.com/38929348



Why text-to-SQL is a hard problem?

● Schema encoding and linking



Motivation

● Address schema encoding and linking problem in text-to-SQL in 

“RAT-SQL” via Relation-Aware Self-Attention mechanism.

● Achieves SOTA performance on Spider dataset (~8% improvement) 

for exact match.





Literature

● IRNet (Guo et al, 2019)

○ Does not capture binary relations, considers only unary

○ Schema encoder does not exploit schema relations fully.

● GNN (Bogin et al 2019)

○ Does not model context representation of question with 

schema in encoder.

○ Limits information propagation only to connected nodes 

defined in predefined graph of foreign keys.



RAT SQL framework

https://medium.com/visionwizard/text2sql-part-4-state-of-the-art-models-cf81a377d4d2



Problem Formulation

Given: natural language question Q and schema S=<C, T>

Goal: Generate SQL program P represented as abstract syntax tree in the 

context-free grammar of SQL



Relation-Aware Self-Attention

Goal is to represent:

● pre-existing relational structure in the input (see later) 

● soft relations between sequence elements in the same embedding 

(self-attention)



Relation-Aware Self-Attention

Self-attention in Transformers
(Vaswani et al)

Relation-Aware Self-attention in 
RAT-SQL (schema encoding)

Modified from: http://slideslive.com/38929348



Pre-existing relations in schema



Input preprocessing



Schema Encoding

● Representation of every node in G: 

■ Glove processed through BiLSTM

■ Bert pre-trained embedding

● Initial representations are independent of relational information 

● Encoder applies stack of self-attention 



Schema Linking

● Name-based linking
○ Exact match
○ Partial match

● Value-based linking
○ Value based column name retrieval



Memory-schema alignment matrix

Intuition: Tables and column names that appear in program P will 
appear in question Q





Decoder/generation of SQL

● Follows the tree structured architecture of Yin and Neubig 
(2017)
○ expand into a grammar rule : APPLYRULE



Decoder/generation of SQL

● choose a column/table from the schema (terminal): 
SELECTCOLUMN and SELECTTABLE.



Results on Spider dataset



https://arxiv.org/pdf/1809.08887.pdf



Results on WikiSQL



Ablation Study



Error Analysis

● 39% of errors -> a limitation of schema linking

● 29% of errors -> Need of in-domain fine-tuning

○ ‘Older than 21’ -> Age > 21 or age < 21

● 18% of errors -> equivalent implementations of NL but a different 

SQL syntax



Key takeaways

● RAT-SQL presented a unified framework to address schema 
representation and schema linking challenges. 

● Contextual representation of question with schema in encoder 
helps.

● Combining predefined hard schema relations with soft 
alignment on sequence elements (different from GNN) in 
encoder added value!


