


Dataset paradigm in NLP

• Fixed dataset during training
• Not appropriate for open-dialogue
• No interaction between the model agents and the humans

• During traning, update the training set with the human 
conversations in real-time 
• Annotators: costly, not interested in actual tasks, but pay
• Role-play Game:  low-cost, movitate the human players(e.g. 

leaderboard)



• Deploying a game with a purpose 
• human players role-play characters and converse with other 

characters that model play

• A fantasy game world
• Any topic in a medieval area

• Training process (Lifelong learning)
Initially, train a model on LIGHT dataset

1. Deploy the model in the game
2. Collecting data of human-model interactions
3. Re-train the model on the new collected data
4. Iterate step 1-3

A fantasy game world



LIGHT dataset
• Open-domain dialogue dataset

• Characters can talk about any topic within the context of a medieval fantasy 
world. 

• 8.5k episodes and 111k utterances



Game Setup
• Core Game

• Two agents: human player, model player
• Assigned characters, backstories(personas), 

locations
• Role-play character’s dialogue

• Role-playing Score
• To movitvate human players, assess the quality of 

human responses
• Predict how likely the response appears in the 

context
• Score between 1 and 5 stars

• Leaderboard
• Players’ total scores
• Obatin badges based on the # of characters human 

played



Role-playing Score



Game Setup
• Game Loop

• 6 turns of response per agent
• At the end of game,

i. A new location
ii. Same location, but new character
iii. New pair of characters and location
iv. End the game 

• Game Saftey
• Exclude the offensive languages
• Gender bias



Open-Dialogue Models

• Retrieval Models
• Predict the next utterance given the context.
• A list of (context, candidate utterance) pairs.

• Highest score for the positive pair

• Poly Encoder(PE) Transformer
• Encode the context based on a transformer with 

codes
• Each candidate utterance attends to these codes
• Compute score between context and candidate 

embeddings
• Find the candidate having highest score by 

minimizing a cross entropy loss
• where the logits are s(ctxt, cand1), ..., s(ctxt, 

candn), where cand1 is the correct candidate 
and others are negatives

Poly-encoders: architectures and pre-training strategies for fast and accurate 
multi-sentence scoring 

Positive pair: (context, correct next utterance)
Negative pairs: (context, the random utterance)

poly-encoders:%20architectures%20and%20pre-training%20strategies%20for%20fast%20and%20accurate%20multi-sentence%20scoring


• Generative models
• MLE

Recipes for building an open-domain chatbot 

Open-Dialogue Models

https://arxiv.org/pdf/2004.13637.pdf


Role-playing score

• Score the human response and all candidate utterance based 
on PE Transformer

• Rank the score of human response and all candidates.

• Top 2000: The player is awarded 2 stars 
• Top 1000: 3 stars
• Top 100: 4 stars



Rounds of Learning



Experimental Results

• Dataset
• LIGHT WILD: LIGHT + the sampled dialogue with humans from Round 1 & 2 



Experimental Results

• Comparison to other datasets



Top 1 accuracy given 19 random distractors and 1 correct next utteranceHits@1/20 metric: 

PPL: perplexity for generative models. Lower is better

Experimental Results

• Model evaluation



Experimental Results

• Model evaluation



Experimental Results

• Data quality based on Role-playing scores



Key Takeaways

Improving an open-domain dialogue
• Interaction with humans in real-time during training

• High quality of data from a role-playing game

• Automation to collect the conversation data, low cost


