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GRAPH BASICS AND A GENTLE 
INTRODUCTION TO PAGERANK

Slides adapted from Prof. Srinivasan Parthasarathy @OSU  

Chapter 4 Graph Data: 
http://www.dataminingbook.info/pmwiki.php/Main/BookP
athUploads?action=downloadman&upname=book-
20160121.pdf , 
http://www.dataminingbook.info/pmwiki.php

http://www.dataminingbook.info/pmwiki.php/Main/BookPathUploads%3Faction=downloadman&upname=book-20160121.pdf
http://www.dataminingbook.info/pmwiki.php
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Graphs from the Real World

https://chortle.ccsu.edu/Java5/Notes/appendixA/htmlPart2_6.html
http://www.touchgraph.com/news

The Web: hyperlinked docs Social networks

https://chortle.ccsu.edu/Java5/Notes/appendixA/htmlPart2_6.html
http://www.touchgraph.com/news
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Primitives and Notations

¨ G = (V, E)
¤ , and can also be represented as an adjacency matrix.

¨ Undirected vs. directed graph
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Properties of Nodes

¨ Centrality: how “central” or important a node is in the graph
¤ How close the node is to all other nodes?
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Properties of Nodes

¨ Centrality: how “central” or important a node is in the graph
¤ How close the node is to all other nodes?

¤ How much is a node a “choke point”?

Betweenness centrality: How many shortest paths between all pairs of vertices include vi. 

:
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Properties of Nodes

¨ Clustering coefficient: how much does a node cluster with neighbors
¤ Local clustering coefficient

The local clustering coefficient of a vertex (node) in a graph quantifies how 
close its neighbors are to being a clique (complete graph).

The proportion of links between the vertices within its neighbourhood
divided by the number of links that could possibly exist between them.



16

Background

¨ Besides the keywords, what other evidence can one use to rate the 
importance of a webpage?
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Background

¨ Besides the keywords, what other evidence can one use to rate the 
importance of a webpage?

¨ Solution: Use the hyperlink structure

¨ E.g. a webpage linked by many webpages is probably important.
¤ but this method is not global (comprehensive).  

¨ PageRank was developed by Larry Page and Sergey Brin in 1998.
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Idea

¨ A graph representing WWW
¤ Node: webpage
¤ Directed edge: hyperlink
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Idea

¨ A graph representing WWW
¤ Node: webpage
¤ Directed edge: hyperlink

¨ A user randomly clicks the hyperlink to surf WWW.
¤ The probability a user stop in a particular webpage is the PageRank value. 

¨ A node that is linked by many nodes with high PageRank value 
receives a high rank itself; 
If there are no links to a node, then there is no support for that page.
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Formal Formulation
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Formal Formulation
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Iterative Computation
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Example 1

PageRank Calculation: first iteration

=the transpose of A 
(adjacency matrix)
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Example 1

PageRank Calculation: second iteration
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Example 1

Convergence after some iterations
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A simple version

¨ u: a webpage
¨ Bu: the set of u’s backlinks
¨ Nv: the number of forward links of page v

¨ Initially, R(u) is 1/N for every webpage
¨ Iteratively update each webpage’s PR value until 

convergence.

å Î
=

uBv
vN
vRuR )()(
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A little more advanced version

¨ Adding a damping factor d
¨ Imagine that a surfer would stop clicking a hyperlink with probability 

1-d

¨ R(u) is at least (1-d)/(N-1)
¤ N is the total number of nodes.

å Î
+

-
-

=
uBv

vN
vRd

N
duR )(
1
)1()(



29

Other applications

¨ Social network (Facebook, Twitter, etc)
¤ Node: Person; Edge: Follower / Followee / Friend
¤ Higher PR value: Celebrity

¨ Citation network
¤ Node: Paper;  Edge: Citation
¤ Higher PR values: Important Papers.

¨ Protein-protein interaction network
¤ Node: Protein; Edge: Two proteins bind together
¤ Higher PR values: Essential proteins.


